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Children™s and adults’ memory for multiple-episode stories having sequential as com-
pared. to. embedded. strugtures was examined in two experiments. The story events and
states were virtually identical in the two structures; however, the sequencing of the ‘events
and states was manipulated {o produce sequential causal chain and embedded causal net-
waork structures. Recall memory and causal explanations for story events were examined in

third grade children, Patterns of ditferential recall for specific informnation in the stories
werg generally consistent with recursive network models. Variance in recall was predicted
by story calegory, The predictive importance of number of causal connections and level in
an embedded goal hicrarchy varied as a funcuon of structure, time of test, and age. Causal
cxplanations for goals and for goal-attaining actions also reflecied the hypothesized differ-
ences between causal chain and causal network structures in all four groups. Goals were
given as causal explanations far mare frequently than would have been expected on the
basis of the recall data. This *'puradox’™ suggests the importance of understanding the as-
sumptions that story tellers or retellers make regarding the “natural’” inference processes of
theit audiences. @ 1986 Acudemic Press, Ine.

Over the past decade there have been  addition to relationships betwecen episodes,
several models proposed to account for events within the cpisode manifest a causal
narrative recall by adults and children. De-  structure, the essence of which is the exe-
spite terminological variation, the majority cution of some action(s), motivated or
of these models assume that narratives caused by preceding external and/or in-
consist of motivated. goal-directed action ternal events that have caused a change of
sequences, or episodes. Episodes are, at  state in the story world. If successful, the
least, chronologically, bul more typically, outcome(s) of the uction removes the moti-
causally related to one another (¢.g., Black  vating conditions, returning the protagonist
& Bower, 1979; Johnson & Mandler, 1980;  to a “‘steady-state™ story world, albeit one
Lichtenstein & Brewer, 1980; Rumelhart, which has been altered by any outcome
1975; Stein & Glenn, 1979: Stein &  states, Subscguent cpisodes have as their
Goldman, 1981: Stein & Trubasso, 1982), In  starting point, or setting, this altered story

world. If the initial action(s) does not re-

move the motivating conditions, several

possibilities exist for the creation of subse-

"a ba quent episodes, and causal relationships
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quests for reprints should be addresscd to the first au- cific option pursued. For example, the goal
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This research was, in part, supported by a Faculty

401

0749-596X/86 $3.00
Copyright '€ 1986 by Academic Press, Tne
All righss of reproduction i any form reserved.

I —
Copyright (¢) 2000 Bell & Howell Information and l.earning Company
Copyright (¢) Academic Press




402

the goal returned to subsequently; or a dif-
ferent action sequence might be tried.

Previous empirical work indicates that
causal cross-episode connections lead to
better story memory than temporal con-
nections (e.g., ““Then™’} (Glenn, 1978) and
that certain categories (structural types) of
information within the episode are better
recalled than others (e.g., Mandler &
Johnson, 1977; Stein & Glenn, 1979). Other
investigators have argued that it is not cate-
gory that predicts memorability. Rather,
causal relationship is important: Those
events that have more direct causal rela-
tions with other events will be more readily
retrieved than those that have weuaker con-
nections to other events (c.g., Graesser,
1981; Graesscr, Robertson, & Anderson,
198t; Lehnert, 1978; Lichtenstein &
Brewer, 1980; Trabasso, Secco, & van den
Broek, 1984).

Recently, Trabasso and his colleagues
(Trabasso & van den Broek, 1985; Trabasso
et al., 1984) applied their causal chain anal-
ysis technique to a number of stories on
which recall data had been collected by
Stein and Glenn (1979). Three findings of
Trabasso et al. (1984) are noteworthy:
Level of recall of stories was lincarly re-
lated to the proportion of events on the
causal chain; (2) specific events that were
on the causal chain were recalled better
than those not on the causal chain; and (3)
the number of direct connections that an
event had to other ¢vents and the category
of the event also predicted recall of that
event, independent of whether it was on
the causal chain. These findings led Tra-
basso and van den Broek (1985} to look at
the unique contributions of (1} being on the
causal chain, (2) number of connections,
and (3) story category to the prediction of
level of recall of story events in the Stein
and Glenn (1979) data and in data collected
by Omanson (1982). Using a three-factor
model, they accounted for between 32 and
65% of the vartance in probability of event
recall in the Omanson (1982) and Stein and
Glenn (1979) stories. The amount of vari-
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ance accounted for was significantly re-
duced by removing any one of the three
factors. At the same time, Trabasso and
Sperry (1985) found that thesc three factors
accounted for variation in importance judg-
ments assigned to events in a corpus of
stories that had been used by Brown and
Smiley (1977).

However, across the three data scts, the
relative importance of causal chain status
as compared to number of comnections
varied, depending on the overall structure
of the story. Causal chain status is a binary
decision made for each story event. The
number of connections an event has to
other events and the identity of those
events determine the overall network
structure of the story. A linear causal chain
exists when event connections exist only be-
tween adjacent story events., When events
from one episode are causally connected to
events in other episodes of the story, causal
networks result. Trabasso and van den
Broek (1985) concluded that the number of
connections was more important for causal
network stories in which events are “‘richly
interconnected’’ through a number of
cross-episode event connections,

As a result of their rcanalyses, Trabasso
and van den Broek (1985) proposed a re-
cursive network model for capturing ditfer-
ences in narratives based on the casual or
logical connections that pertain between
episodes and between events across ¢pi-
sodes. The network model uses story
grammar categories to specity different
types of ¢venis in an episode and allows
the generation of various sorts of story
structures by considering diffcrent types of
cross-episode event relationships and the
resulting networks, The recursive network
model is impressive in its ability to system-
atically integrate a vast array of altcrnative
accounts of what makes 4 narrative mem-
orable and what makes some events more
memorable than others., One aspect of
memorability that has not yet been dealt
with is a semantic one. In the recall studies
and in the reanalyses conducted by Tra-
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EMBEDDED AND SEQUENTIAL STORIES 403

basso and van den Broek, structure and  occur, It is enabled by the story world con-
content have tended to covary. ditions that resull from the successful out-
In the present research. we were inter- come of the prior episode but it is not nec-
csted in the effects of causal structure on  essarily caused by the events in the prior
narrative recall for two types of structures episode. That is, the outcome sets up the
in which the semantic content of the indi- conditions that allow subscquent events to
vidual events was virtually identical. The  occur. which themselves lead to or cause
two structures have different causal struc- new goals. In some forms of sequential
tures: The sequentia!® is a linear causal  structures the outcome may cause a new
chain and the embedded a hierarchical goal but the goals of the episodes are nof
causal nctwork. In addition to controlling causally related to one another. Thus,
the event content, the story grammar cate- causal connections are restricted and occur
gory of events with similar content was the  betwecn events that closely succeed and
same across structures. Thus, the primary  follow one another in the temporal presen-
question for this research was the effect of  tation order of story events, An example of
the causal role of an event on its memora-  such a story, constructed specifically for
bility. Our sccondary purposc was to ex-  this research. is given in Tabie 1.
amine the nature of causal understanding The ““Hmmy” story has three episodes.
for the two structures. A third issue was In the first Jimmy decides to get a job (5)
whether the effects observed for adults  and does. The outcome of the first episode
were also typical of children. (8 and 9) sets up the conditions for the oc-
currence of the first event in the second ep-
1sode, (10 and t1). This event plus the goal
The gist of the recursive network model  of the second episode, wanting to save a lot
{Trabasso & van den Broek, 1985) is the ep-  of money (13), causes the attempt and out-
isode, a motivated action sequence com- come (14—-17). The outcome of the second
prised of the categories of informalion cor-  episode, having money. sets up the condi-
responding to those arising from previous tions for the third and final episode with its
analyses of episode structure (Mandler & goal of wanting u bike like Tom's (21).
Johnson, 1977. Rumelhart, 1975; Stein & Jimmy gets the bike (22-25) and the ending
Glenn, 1979). Trabasso and van den Broek of the story is consistent with successful
present a convincing discussion of how a  goal attainment. The lincar causal chain for
range of narrative structurcs may be gencr-  this story is shown schematicatly in Fig.
ated from the recursive network model. ta. Connections between event nodes are
Different structurcs depend most heavily indicated by arrows, Each node is con-
on the semantic content and logical rela- nected to the story node directly preceding
ttons among threc elements of the cpisode. it and directly following it. Only goal and
the goal (G), the attempt (A), and the out- outcome nodes have any noncontiguous
come (0O}. Sequential episode structures connections.
and linear causal chains rather than causal In contrast to the scquential structure arc
networks result when the outcome of an at-  c¢mbedded structurcs, containing hicrar-
tempt is successful and the goal that moti- c¢hical relations between episodes and gen-
vated the allempt is no longer operative in erating causal networks of events rather
the story world. A next episode may then than chains. The critical feature distin-
guishing an ecmbedded structure from a suc-
successive where we use sequential. However, for cessive is the relationship that holds amqng
consistency with previous ﬁiscussions of these data "he_ goals _Of the story_: If one goal remains
(Goldman, 1985 Goldman & Varnhagen, 1981) we will ~ active while other episodes occur then we
use the term sequential. may speak of an embedded or hierarchical

Recursive Network Model

! Trabasso and van den Broek {1985) use the term
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404 GOLDMAN AND VARNHAGEN

TABLE 1
TEXT OF THE JIMMY STORY IN THE SHQUENTIAL AND EMBEDDED FORM
Sequential struciure Node in Fig. 1a
1. There once was a boy named Jimmy. N
2and 3. One day Jimmy was Lalking to his mother. She
said Jimmy could get & part-time job. E;,
4, Fimmy liked to work. Ry,
5. He decided 1o get a paper route. Gy,
6 and 7. He went (o the newspaper office and talked
to the sales manager. A
& and 9. Jimmy got a list of customers and begun to
deliver newspapers. aQy
L0 and L1, Jimmy met Tom along the route. Tom told Jimmy
how to please the customers. Ep
12. Jimmy was interested in the idea. Ry,
13. He wanted to save alot of money. G,
14 and 15. He put the papers near each door and rang
every doorbell. Ay,
16 and 17. Jimmy earned alot of tips and saved all
the money. 9%
18 and 19. limmy was taking the money to the bank and
saw Tom's new hike. Ens
20, Jimmy thought the bike was neat. R,;
21. He wanted one like it. Gg
22 and 23, He counted his money and went to the bike shop. Ags
24 and 25. Jimmy picked out the bike he wanted and
eagerly gave the man the money. On
26 and 27, Jimmy was very happy and rode the hike to
Tom’s house. Rx
Embedded structure Node in Fig. 1b
1. There once was a boy named Jimmy. S
2and 3. One day Jimmy met Tom and saw Tom's new bike. E,
4. Jimmy thought the bike was neat. Ry,
5. He wanted one like 1t. Gy,
6and 7. He calied the bike shop and asked about
the price of bikes. A, = By
8. Jimmy was sull interested. Ry
9. He wanted to save money. Gy
10 and 11. He talked to his mother that night. She
said Jimmy could get a part-time job. Ay = Ey
12. Jimmy liked to work. Ry,
13. He decided to get a paper route. Gy
14 and 3. He went to the newspaper office and talked
to the sales manager. Ay
l6 and 17. Jimmy got a list of customers and began to
deliver newspapers. 0y
18 and 19, He put the papers near each door and rang
every doorbell, Asg
20 and 21. Jimmy earned alot of tips and saved alt
the money. Oy
22 and 23. Jimmy counted the money one day and went
1o the bike shop. A
24 and 25. Jimmy picked ont the bike he wanted and
gave the man the money. 0y
26 and 27. Jimmy was very happy and rode the hike 1o

Tom's house. Rx
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FHiG. 1. Structure dizgrams for {a) scquential causal
chain stories and (b} embedded causal network
SLOTICS,

structure and a causal network among
events. Causal networks result from cross-
episode connections between goals and
from the noncontiguous presentation of
goals and their goal-attaining evenits.

There are different forms of embedding.
Trabuasso and van den Brock (1985) distin-
guished between outcome- and goul-em-
bedding. In outcome-embedding, events in-
tervence between the multiple gouls in the
story whereas in goal-embedding an entire
series of goals and subgoals is planned
prior to any action being taken. In the goal-
embedding case, it is as if the protagonist
can foresec potential barriers and under-
stand the prerequisites that must be mct
prior to being able to attain the highest

405

order goal. In outcome-embedding, sub-
goals arc generated during the actual
problem solution and the need for subgoals
emerges as the story unfolds. In both
cases, the original goal remains operative
whilc lower order subgoeals are generaled
and attempts are made to meet these; suc-
cessful attainmeni of the original and
highest order goal must await successful
outcomes for the lower order goals.

Using virtually identical semantic con-
tent, the cvents and states that were shown
in the sequeatial structure were reorgan-
ized to form the embedded structure shown
in Fig. b, the text of which is given in the
second half of Table 1. In the embedded
“Jimmy'™' story, the first goal is wanting a
new hike like Tom’s (5). The next event has
a “double” function: It can be viewed as
an attempt or as the first event in the
sccond episode. Regardless of its’ gram-
matical category this ¢vent causes the for-
mulation of the goal of the second episode,
wanting to save money (9). Similarly, the
next cvent also has a “"double™ function
and causes the goal of the third episode,
deciding Lo get a job (13). The remainder of
the story is a series of ¢cvents that are at-
tempts and outcomes associated with the
three goals that have been formulated in
the first half of the story. A critical aspect
of thc embedding is that the third goal (13)
is attaincd prior to the attainment of the
second; and the second prior to the first.
Howcever, with the attainment of each goal,
Jimmy gets closer to being able to attain
the highest order goal. gettling the bike.
Thus, the cvents that attain the most em-
bedded goal (14-17) set up the conditions
that permit the occurrence of the events
that attain the next highest goal (9); simi-
larly those¢ that attain the second goal
{18-21) sct up the conditions for the occur-
rence of the events (22-25) that directly at-
tain the bike goal.

Thus, using virtually identically worded
events and story grammar categorics, dif-
fercatl structurcs were crcated: the sequen-
tial, having a causal event chain, and the

T
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embedded, having a causal event network.
The primary research issue was the conse-
quences of these differences for memory.
assessed by a story recall task. Overall
level of recall was expected to be similar
since both structures have the same
number of causal links and events on the
causal chain. Predictions differ, however,
for the pattern of node recall in the two
structures. In the sequential, causal chain
structure, event recall should be predicted
by story category and number of causal
links, consistent with previous findings of
Trabasso and van den Broek (1985) and
should be replicable regardless of whether
stories are heard or read. In the embedded.
cansal network structure, the level in the
hierarchy ought to also be an important
predictor of event recall. Applicability of
the predictions, derived from the recursive
network model, to comprehenders of dif-
ferent ages was tested by conducting two
experiments, one with college age adults
and one with children.

A second issue of particular interest from
a developmental perspective concerns the
psychological validity of the postulated dif-
ferences in the causal relationships among
the story events, differences that give rise
to the chain as compared to the network
structure. To pursue this issue, we obtained
causal explanations for selected story
nodes. The focus was on the reasons for
the protagonists’ goals (why goal gques-
tions) and goal-attaining events (why at-
tempt—outcome questions) because it is the
causal connections related to these nodes
that give rise to the chain as compared to
network structures. We were particularly
interested in whether children’s explana-
tions for the story events would reflect the
goal hierarchy described in the embedded
structure, In addition, Stein and Trabasso
(1982) have reported that children some-
times violate the causal relations in a story
world by explaining past behavior with fu-
ture story events, attributing a type of pre-
cognizance to the protagonist. The pres-
ence of this tendency, particularly in the
causal chain structure, was our focus,

GOLDMAN AND VARNHAGEN

EXPERIMENT 1

In addition to the issues outlined above,
adult memory for the sequential and em-
bedded structures was assessed immedi-
ately after presentation and at a delay of 48
h. The delay condition provided an assess-
ment of the degree to which story category,
number of connections, and level in the hi-
erarchy maintain their relative importance
to recall predictions over time.

Method

Subjects. Sixty-four college students ful-
filling an introductory psychology course
requirement participated. There were ap-
proximately equual numbers of males and
females.

Design. The design was a split-plot facto-
rial with two between-subjects factors and
two within-subjects factors, Comprehen-
sion task (listening vs reading) and time of
test {(immediate vs delayed) were the be-
tween-subjects factors; structure (em-
bedded vs sequential) and the story topic
(Jimmy vs Sally) were the within-subjects
factors.? There were 16 subjects in each of
the tour between-subjects cells. Order of
presentation, structure, and story topic
were counterbalunced across subjects in
cach cell.

Muterials. In addition to the embedded
and scquential structures for the “*Jimmy"™
stories given in Table 1 and Fig. 1, we de-
vcloped sequential and embedded **Sally™
stories. In the sequential structure, Sally
wants to buy crayons (Gy) and does; then
she decides te make a candle (Gy;) and
does; finally, she wants to talk at show and
tell in school (Gy;) and talks about the
candle. In the embedded structure, first
Sally wants to talk at show and tell (G,)),
then decides to make a candle to talk about
(G,), and then wants to getl crayons for
wax (G;,). She gets the crayons, makes the
candle, and talks about it at show and tell.

2 Both listening and reading werc included to extend
the generalizability of the results. Omanson's {(1982)
work was done on adults reading and Stein and
Glenn's (1979) with fitth grade listeners.
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Each of the four presentation stories con-
tained 56 propositions (Turner & Grecene,
1978} of which 27 werc predicate proposi-
tions or statements consisting of a verb and
its refated arguments, The semantic con-
tent within the Sally set and within the
Jimmy set was identical for 25 of the 27
statements. As illustrated in Table 1, each
story contained three well-formed epi-
sodes, bepan with a one-statement setting,
and ended with a two-statemcal reaction.
Each story was tape recorded at a normal
reading speed for use in the listening task
and typed in a one-paragraph format for
prescnlation in the reading task.

Six why questions for each story werc
written. Three asked ““why goal?”” and
three asked ““why attempt + outcome?"”
An example of a goal-node questions is
“Why did Jimmy want a bike?"” and of an
attempt-outcome, "'Why did Jimmy deliver
newspapers and save his earnings?” The
questions were typed and presented in
booklet form in an order corresponding to
order of appearance in the text. Approxi-
mately 3 in. of response space appeared
below cuch question.

Procedure. Subjects were tested in small
groups of 3—4 students. In the immediate
listening condition, subjccts listened to the
tape recorded story after being told they
would be asked to recall it. They worked
on multiplication problems for 2 min and
then wrote their recall and answerced the
why questions. Then they listened to the
other story. The same procedure was used
for the immediate reading group, except
that they read the storics and these were
removed prior to recall.

The delay groups were told to listen to or
read each story once and that when they
returned 48 h later they would be asked to
recall each story and answer gucstions
about them. When they returned, the recall
and why question data were collected in
the same way as described for the imme-
diate groups. Subjects were not permitted
to refer to their recalls when they answered
the why questions.

Scoring. Recall protocols were scored

407

for gist recall of each presented statement.
Subjects frequently included statements
that summarized across two to four pre-
sented statements but were not actualiy
meaning preserving of any one presented
statement. The gist recall measure credits
the subject for recall of each statement en-
compassed by the summary and is thus a
measure of number of statements recalled
or summarized across.

A second measure of recall was com-
puted to assess the pattern of node recall in
the structures. In cach episode there were
five story category nodes. Of these, the E,
A, and O nodes were represcnted by two
statements each and the internal R and G
nodes were each represented by one state-
ment in each cpisode. Thus at the level of
the nodes shown in Fig, I, individual sub-
Jects could receive a 0, 1, or 2. A subject
was credited with node recall if cither 1 or 2
of the presented statements for that node
were produced in recall.? Multiple regres-
sion techniques were used to evaluate the
importance of story category, number of
connections, and level in the network (for
embedded structure only) in accounting for
variance in node recall.

Responscs to the why questions were
scored as the gist of a statement from the
text ot as an inference and were analyzed
in terms of the nodes and story categorics
shown in Fig. [. An extensive and detailed
discussion of these data appears in
Goldman (1983). In the prescnt context,
primary interest is in the causal structure
manifested by the patterns of responses. In
particular, intercst is in whether goals are
explained by relatively contiguous informa-
tion (e.g., the events and internal states di-
rectly preceding the goal), or more ‘‘dis-

? An individual subject could have recalied as few as
17 statements (setling plus one statement each for the
remaining 16 nodes shown in Fig. 1) and still have
produced a complete, well-structured causal chain or
network. Thus, the frequency with which each node in
the diagram in Fig. | was recalled provides a detailed
picture of strength differences between nodes but does
not describe differences between statements within
nodes.
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tant” information {e.g., other story goals,
events, responses, and actions). For at-
tempt—outcome responses interest was
also in the relative contiguity of the re-
sponses.

Preliminary analyses of variance
{ANOVAs) indicated that there were no
differences between the patterns of effects
observed for the Jimmy and the Sally
topics. Therefore, the data were aggregated
across the story topic factor and reana-
lyzed.

Results and Discussion

Recall. Gist recall scores for each sub-
ject (maximum = 27) were submitted to a
two between- one within-factor split-plot
ANOVA, The between-subjects factors
consisted of comprehension task (listening
or reading) and time of test (immediate or
48-h delay) and the within-subject factor
was episode structure. The only significant
effect was time of test, F(1, 60y = 10.47, p
< .01. More was recalled at immediate test
(M = 21.84 statements) than at the delayed
test (M = 16.25), with this finding general-
izing across both comprehension tasks.
Thus, as expected, overall recall was not
affected by the causal structure differ-
ences.

There were, however, differential pat-
terns of node recall within each structure at
each testing time and diffcrential loss rates
across testing time. Figure 2 gives the pro-
portions of subjects who included each of
the various nodes for the sequential causal
chain,

According to predictions derived from
the recursive network model, memorability
of the nodes in the sequential structure
should be affected by number of connec-
tions and story category. At immediate
test, all nodes except the three goals and
R, were recalled by at least 75% of the
students. The high levels of recall of the
Es, As, and Os are consistent with pre-
vious findings {(e.g., Mandler & Johnson,
1977) as well as with the predicted story
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F16. 2. Scquential causal chain: Proportion of indi-
viduals including each node in recall for Expenment 1
(& = 32 for immediate and for delay} and Experiment
2 (N = 52 in fifth grade and 32 in third gradc). in-
cquality signs indicate significant differences, z >
235, p < 01,

category effect. Recall of cach of the three
goals was equivalent, Cochran’s Q@ = 0.09,
consistent with the equivalent number of
connections for each goal. The pattern for
the delayed group revealed a significant
loss of information from the beginning por-
tion of the story {(nodes E,;, R,,, and G}
and for the other two internal R nodes.
However, goal recall presented a curious
phenomenon: Contrary to the lower level
of recall overall and for most of the other
nodes, Gy; and Gy, are included more fre-
quently at delay than at immediate recall,
and these two goals are recalled signifi-
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EMBEDDED AND SEQUENTIAL STORIES 409
TABLE 2 )
REGRESSION MODELS FOR PREDICTING NODE RECALL AT IMMEDIATE AND DELAYED TESTS2
Predictor
R? - ; —
— Ewvent + Attempt 4 Outeome vy Evcnt vs Goal va Number of
Exp. Obs. Gioal + Responsc Attempt + Outcome  Response  connections  Levels
Sequential chain
Tmmediate
Madel 1* 10 60 555 ns fy —r —_
Model 2 14 A3 55 ns 55 n§ —
Delay
Model 1 10 Rt s5% s 855 — —
Model 20 4 .68 5455 ns [t3 5% -
Embedded network
Immediate
Moirdel 1 T} 45 555 s ns — —
Maodel 2 14 60 555 ns RS 555 —
Model 2 14 60 85§ ns ns — B8
Model 3% 17 66 55y ns 5 5% 54
Delay
Model 1 A .43 585 5% 5% — —
Model 2 14 51 585 18 s 5 —
Monle] 2°t RE 55 855 55 58 — 5%
Model 3 BT A7 s5% 55 ns ns 5

2 Expected values are the R% one would cxpect even if there were no relationship between the predicted and predictor
variahles, given the number of observations predicted uwnd the number of predictors. One of the story carcgary contrast pre-
digtors Is not shown since it was never a significant predictor, the Attempl versus Outcome contrast, Thirty data points were
predicted: Frequency of recalling 135 nodes in the Jimmy and 15 nodes in the Sally story. All obscrved £2 values are signiticant at
the p - .01 level. Signilicance levels of the predictors are indicated by sss (g =2 011, 85 (p =2 050 s {p < (1 and ns (g = 1) The
same models were used to predict 48 data points: Frequency of recalling 24 statcments in Jimmy and 24 in Sally, R? values
ranged [romt .15 Lo .34 und the patterns of significance tor the model fits and predictors were similar to those reported here.

® Tndicates the best fitting model in each group for cach structure.
¢ Indicates that the maodel for that row does nor include the predictor named by the column,

cantly more often than G,,, Cochrun’s =
18.9, p < .01, post hoc critical difference
between proportions = .29, Finally, at
delay, recall levels of outcomes remained
above 75%. Thus, the overall mean decline
in recall from immediale to delay of ap-
proximately 209 can be accounted for by
specific nodes and does not reflect a uni-
form loss.

Multiple regression technigues were
used to statistically examine thc contribu-
tions of story category and number of con-
nections to accounting for the obtained
patterns of node recall. Number of connec-
tions, a continuous variable with range 1-3
and mcan 2.68, and story category (ex-
cluding S and Rx) were used to predict fre-
quency of node recall in each of the two
story topics (30 nodes altogether). Story
category was treated as a dichotomous
variable and entered as four ‘dummy®’

variables representing a set of four ortho-
gonal contrasts among the five categories
comprising an episode.* Table 2 shows the
results. Significant R?s were obtained for
two models at each recall time. Model 1,
story category, accounted for 60% of the
variance in node recall at immediate and at
delaycd tests. Adding connections created
significant improvement in the fit (Model 2)
only for delayed recall. The significant
story category variable at immediale re-
fleets the previously described and clearly
visible pattern in Fig. 2, namely the [E + A
+ (] versus [G + R] contrast. At delay,
this contrast plus number of connections
was the significant predictor under the best
fitting model, Model 2. The greater impor-

4 The four dummy wvariables represented the fol-
lowing contrasts: |[E + A + O] versus (G — R], G
versus R, E versus [A + O], and A versus Q.

-
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tance of number of connections at delay
than at immediate is consistent with a ten-
dency observed by Trabasso and van den
Broek (1985) in their reanalysis of
Omanson’s data.

For the embedded causal network struc-
ture, predictions derived from the recursive
network model are that in addition to story
category and number of connections, the
level of a node in the network will also be
an important predictor of recall. Figure 3
gives the frequency of node recall for the
embedded structure. At immediate recall,
all nodes except Ry, R,q, Gy, and G5, were
recalled by 849 (26 of 32) or more of the
subjects. Furthermore, the frequency of rc-
calling the G nodes differed in & manner
consistent with both the level and number
of connections variables: G,, (84%) and G,,

[w4EDZA"E  DILev
129 L.ao ] L
97 - 75 2

L9 7l =3
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-1 .31 .BC )

- N | 52 .31

B3 .3E e .25
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FiG. 3. Embedded causal chain: Proportion of indi-
viduals including each node in recall for Experiment 1
(N = 32 for immediate and for delay) and for Experi-
ment 2 (N = 52 in fifth grade and 32 in third grade).
Inequality signs indicate significant differences, z >
2.35, p < .01.
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{69%) were included equally often and each
was included more frequently than Gs,
(25%), Cochran’s Q = 2238, p < .01, post
hoc critical difference = .31. Gy, recalled
by only 8 of 32 subjects, has the fewest
conunections 1o other nodes (4) and is also
at the lowest level in the hierarchy. Gy, is at
the topmost level and has five connections
and G;,. at the second level, has six con-
nections. In contrast to the pattern in the
sequential chain structures but as predicted
by the recursive network model, goal recall
in embedded causal network structures
was affected by level and number of con-
nections al immedixte test.

At dclaved test, the goal pattern was
identical to that at immediate and the fre-
quencics of goal node inclusion were vir-
tually identical at the two testing times. At
delay, G,, (81%) and G,, (66%) were in-
cluded ecqually often and each was included
more often than G,y (289%), Cochran's O =
[6.36, p < .01, post ho¢ critical value =
.32, The nodes that showed the greatest
differences at the two testing times were
the Es and Rs in the two cmbedded epi-
sodes. It is interesting to note that despite
the “*double™ function of A, = E,; and
A, = Ejj, these nodes were among the
least well recalled at the delayed testing
time.

The multiple regression analyses on the
embedded structure recall data included
the continuous ‘‘levels’” variablc (range
1-3) in addition to the number of connec-
tions (range 1-7) and the four-variable
story category predictor. Four models were
fit to the data and significant R? values
were obtuined for cach model at each
testing time, as can be scen in the lower
portion of Tabte 2. Model 1, the four-con-
trast story category variable, accounted for
45% of the variance in node recall. For im-
mediate recall, including either connections

"(Model 2) or levels (Model 2) increased the

R? value by the same amount, .15, In-
cluding all three variables raised the R? an
additional .06 to .66. Each of these pre-
dictors was significantly nonzero at imme-
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diate test. Furthermore, the relatioaship of
the four models in terms of the predictors s
orderly and additive: The contrast between
calegories associated with cxternal events
and actions and those associated with in-
ternal states and cognitions accounted for
significant variance; adding number of con-
nections improved the fit and then adding
levels improved the fit still further. Thus,
embedded node recall at immediate test is
entirely consistent with predictions of the
recursive network model.

The picturc at delayed recall is a bit more
complex. From the basic Model 1 R? =
.45, Model 2’ increased the R? values more,
and more systematically than Model 2.
Adding connections to Model 2 did not in-
crease the R?2 more than would be expected
by adding any other additional predictor.
(Refer to the column “‘expected’ in Table
2.) This is consistent with the fact that in
the Model 3 solution, the connections pa-
rameter was not significantly ditferent from
zero whereas the levels parameter was. For
this embedded causal network, Model 2’
appears to give the best account of the vari-
ance in node recall at delayed test. This
model takes into consideration the level in
the goal hierarchy plus three of the story
category contrasts, including the G versus
R contrast.

Thus for the embedded causal network
structure, story category, number of con-
nections, and levels are important in ac-
counting for variance in node recall al im-
mediate test, At delay, variance in node re-
call can be accounted for without number
of connections if the level of a node in the
network is included as a predictor variable.
For sequential causzl chain structures
where the nodes do not vary in terms of
level, category, and number of connections
are necded to account for the variance at
delay but only category is nceded at imme-
diate.

These findings are basically consistent
with those of Trabasso and van den Broek
(1985) and extend them in several impor-
tant ways. The present data indicate the
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locus of the importance of story category.
For both structurcs at both testing times,
the best models included the contrast of
external cvents and action categories (E,
A, O) with internal cognitive events and
states (R, GG). Nothing beyond this contrast
was needed to account for node recall from
a sequential causal chain at immediate test,
The best model for delay sequential added
in the number of connections. Adding still
further the G-R contrast and levels, we ar-
rive at the best model for immediate em-
bedded causal network recall. Delayed re-
call for the cuusal network did not include
connections but did include an additional
story category contrast and levels. Finally,
we point to the findings regarding the G
nodes: The patterns predicted by the recur-
sive network model were observed for both
causal structurcs at immediate test. The
delayed test G recall levels were somewhat
unexpected in both structures. In the
causal chain the goals later in the story
tended to be recalled at higher levels than
at immediate test, a surprising finding given
the generally lower level of recall at delay.
In the causal nctwork goal nodes were re-
called at levels identical to immediate recall
and at levcls entirely consistent with pre-
dictions from the recursive network model.

Why guestions. Of primary intercst in the
why question data were the type and prox-
imity of the information given in response
to the three why goal and three why (at-
tempt + outcomc) questions for each
structure. In the sequentiul, causal chain
structure each of the goal nodes is causcd
by the E and R nodes directly preceding it,
as can be seen in Fig. 1. The prediction was
that responses to each of the **why goal™”
questions would be one of these two nodes.
The data in Table 3 indicate that this pre-
diction wus confirmed in both groups of
subjects for two of the goals, namely G,

¥ We suspect that the role of number of connections
at delay is masked by the cntry of levels and the E
versus [A + O and G versus R contrasts, significant
category contrasts in the Model 27 solution.

I

Copyright (¢) 2000 Bell & Howell In
Copyright (¢c) Academic Press

formation and Learning Company



412

GOLDMAN AND YVARNHAGEN

TABLE 3
WHY QUESTION RESPONSES FOR ADULTS?

Questioned nodes

Attempt,;,
Oute,,

Response nodes Imm Dl

Goal;;  Attempt,s + Outc,;  Goal,  Altempts + Ouley

Sequential structure
Event ), or Response, 5% = 19 .30 28
Goal,, = * .63 41
Attemnpt,, + Outcome,, * *
Event|; or Response,,
Goal,, A3 314 28
Attempty, + Cutcome,
Event,; or Response .
Goul 5
Altemply;, + Culeome
Inferred goals s 47

# 23

Questioned nodes

Goal,,  Goal;;  Goaly,
Embedded structure
Event,; or Response,, 75
Gaoaly, - .54
Event,, or Response,, 34
Goal,, * .68
Event,, or Response,, 14
Gaulyy *
Attempts; + Outcome;,
Attemptys + Outcomes,
Attempt, + Outcome,
Inferred goals g2

Attempty, + Outey,

Attempty, + Oute,  Attempt,; + Outey,

16
.61 .59

50 29
11
22

&

A8

4 Relational sign () significs a significant difference between proportions as evaluated by a z-score test of differences be-
tween proportions, p < 01, two-tailed, critical value z > 2.33, Immediate {(Imm) and delay (Del) are listed separately only for
the two questions where ditfferent patterns of responses ocowrred, *Indicates the location of the questioned nodes relative to the
response nodes given in the leflmost column. Only proporions signilicantly greater than zero are reported, zs > 2,35, Dominant

respanses in cach column are in boidface.
» .47 = .31 but cach is =19,

and G,;, and in the immediate test group
for G;,. At delay, G;; was explained by goal
responses significantly more often than by
the predicted response nodes. Either Gy,
the second episode goal in the presented
story, or an inferred goal was given. In both
cases, the effect of these goal responses is
to make G, function as a subgoal, similar
to the goal relationships in the embedded
structure.,

Based on the causal chain, the predic-
tions for the A + O node responses are the
G nodes directly preceding them. The data
in Table 3 again confirmed this prediction in
all cases except the A;; + O, node at
delay. Explanations for the A, + O;, node
were prior nodes 709% of the time, but G,
was provided as an explanation in a sub-

stantial number of cases (0.28), consistent
with the functional embedding that oc-
curred for Gy, at delay. Thus over a delay,
subjects had a tendency to convert the
causal chain structure in the first two epi-
sodes into a more embedded network
structure. This pattern is also an example
of forward inference in that an event is ex-
plained by one that has not yet occurred,
In the embedded causal network, struc-
tural and conceptual proximity lead to dif-
ferent predictions for all questioned nodes
except Gy;, the highest order goal in the
story. For Gy, the prediction is the same as
in a sequential causal chain, namely E,, or
Ry, the conceptually and structurally most
proximal causes. This prediction was con-
firmed, as the data in the second half of
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Tablc 3 indicate: 75% of the responses were  taining events. The study included the age
Ej or Ry;. For the other two goals, Eand R group (fifth graders) and task (listening) ex-
arc the structurally proximal causes but the amined by Trabasso and van den Broek
goal from the embedding cpisode functions  (1985) plus a younger group (third graders)
as 4 causc also, and has conceptual prox- and a reading task.

imity. The data in Table 3 indicatc that for

all subjects the dominant responses to G,, ¢thod

and G, are thc conceptually proximal Subjects. Thirty-two third (mean age
nodes, Gy and Gy, respectively. Thus, the  8.71 years) and 52 fifth (mean age 10.73
plan or problem solution that generates the  vears) grade children from a Southern Cali-
network structurc and the levels in the goal  fornia public school district participated.
hierarchy is reflected in the causal explana- There were approximately equal numbers
tions. The structurally closer nodes are rel-  of boys and girls.$

atively weak explanatory responses. This Design. The design was a split-plot facto-
is not merely a failure to remember E,, or rial with two between-subjects factors,
E,, since the responsc pattern is prevalent grade (third vs fifth) and comprehension
in immediate test subjects who recalled  task, and one within-subjects factor, struc-
these nodes approximately 90% of the turc. Twenty third graders and 28 fifth
time. The responses to the A + O nodes graders listened to the stories: 12 third
also reflect the subgoal problem-solving graders and 24 fifth graders read the
structure of the embedded causal network:  stories. Order of presentation of episode
The dominant response to each A + O  structure and story topic were counterbal-
node is the closest goal node that remains  anced across subjects in cach between-sub-
unmet. Thus, rather than cxplaining A,, +  ject cell.

0,, by the structurally closest nodes (E,,. Materials. Materials were the same as
Ry, or Gy}, half the subjects indicated that  those used in Experiment 1.
these action and outcome events occurred Procedure. Subjects were tested individ-

because of the active status of G,;. The ually. In the listening condition, subjects
samc tendency was observed for A,, + 0,, listened to the taupe-recorded text; in the
explanation, with only 30% being the goal reading condition, subjects read the typed
at the same level, one-paragraph text. Subjects were told to
Thus, explanations for both goal and at- listen to or rcad the text very carctully be-
tempt + outcome nodes in an cmbedded  cause they would be asked to recall it. Im-
structure reflected functional or conceptual  mediately after text presentation, subjects
proximity relationships more strongly thun  counted backward from 30 to counteract
structural proximity relationships. The re- any short-term memory effects and then
call patterns and why questions provided recalled the text and answered the why
evidence of the psychological validity of qucstions. The procedurc was then re-
the distinctions in the two structures for peated for the sccond text. All responses
adults, Their validity for children was ex- were tape recerded and later transcribed.
amined in Expcriment 2. Scoring. Recall and why gquestion re-
sponses were scored according to the pro-
EXPERIMENT 2
The purposes of our investigation of chil- & Students were originally grouped as average and
dren’s recall and question-answering be- below average readers based on district reading com-
haviors were to examine dcvelopme ntal prehension test scorcs‘, Prcliminqry analyses ir}dic:ﬁtcd
C e e . \ that there were no differences in patterns of effects
similaritics and differences in the factors due to reading ability; as a result, the data from
affecting information recall and in the

average and below average rcaders were aggregated
causal explanations of goals and goal-at- and reanalyzed.

: T e o b e+ e e . . A
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cedures described in Experiment 1. As
with the adult data preliminary ANOVAs
indicated no story topic or presentation
order effects and were reanalyzed across
these factors.

Results and Discussion

Recall. Gist recall scores were submitted
to 4 two between-one within-factor split-
plot ANOVA. Between-subjects factors
consisted of grade and comprehension task
and the within factor was episode struc-
ture. There was a significant main ctfect of
grade, F(1, 80) = [2.99, p < .01: Fifth
graders (M = 15.34) recalled more than
third graders (M = 12.72). There were no
main effects of task nor structure and no
interactions were significant.

Although fifth graders recalled more than
third graders, the patterns of node recall
within each grade were similur. According
to predictions derived from the recursive

GOLDMAN AND VARNHAGEN

network model for the sequential causal
chain, memory should be predicted by
slory category and number of conncctions.
As the frequency data in Fig. 2 show, there
is a category effect in each grade: A and O
nodes are included at consistently high
levels (minimum = 729%); Rs and Gs are
least well recalled. Contradicting the model
but consistent with the adult delay results,
goal inclusion varicd. Among the fifth
graders, G, (0.46) and G (0.38) were in-
cluded equally often and more frequently
than G, {0.15), Cochran’s ¢ = 13, p < .01,
post hoc critical difference = .21. In third
graders, G,, {0.5) was included more often
than Gy, (0.16), which was included as
often as G, (0.25), Cochran’s Q = 8.43, p
< .03, post hoc critical difference = .29,
The importance of the category effect in
predicting recall was confirmed by the mul-
tiple regression analyses for each grade, as
reported in Tablg 4. The best model was

TABL.E 4
REGRESSION MODELS FOR PREDICTING NODE RECALL BY FIFTH AND THIRD GRADERS?
Predictor
RZ
— Evenl + Aitempt + Outcoms vs Event vy Goal vs  Number of
Exp. Obs. Goal 1 Response Attempt + Qutcome  Response  conpections  [.evels
Sequential chain
Fifth graders
Model 1* 10 63 558 ns ns — —
Model 2 14 .64 55 ns ns s —
Third graders
Maodel 1* Nt .66 G858 ns ns — —
Model 2 14 &6 558 § ns ns —
Embedded network
Fifth graders
Meodel 1 Jdu 53 4§85 ns ns — —
Maodel 2 14 54 584 ns ns ny —
Model 27* 4 .64 555 s s — 555
Modei 3 17 64 8§58 ns ns ns 55
Third praders
Model 1* 0 L34 588 ns ns — —
Moddel 2 4 A4 553 s ny ns —
Maodel 2 14 45 584 ns ns — ns
Model 3 A7 46 554 i1 ns ns ns

s Expected values are the R%s one would expect even if there were no relationship between the predicted and predictor
variables, given the number of observations predicted and the number of predictors. One of the story Calegory contrast pre-
dictors is not shown since it Was never a significant predictor, the Attempt versus Outcome contrast, *Indicates the best fitting
model in each group for each structure. —Indicates that the model for that row dees not include the predictor named by the
column. Thirty daty points were predicted: Frequency of recalling 15 nodes in the Jimmy and 15 nodes in the Sally story. All
observed R? values are significant at the p < .01 level. Significance levels of the predictors are indicated by sss (p < .01}, 55 (p =
05), s {p < .13, and ns (p > .1). The same models were used to predict 48 data points: Frequency of recalling 24 statements in
Jimmy and 24 in Sally. For the scquential case, Model 1 alse provided the best and significant fits in each grade (R of .29 and
.37 jn the third and fifth grades). For statement recall in the embedded structure, Model 1 provided the best fit in third grade (R*
= 19, p = 05 and Model 2" in the fifth grade (R? = .24, p = 05).
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Model 1 and it accounted for 63 and 6656 of
the vanance in fifth and third grades, re-
spectively, Thus, as found for the adult im-
mediate group. in both fifth and third
grades, number of connections was not a
significant predictor of recall. What was
important was the [E + A + O] versus [G
+ R] contrast.

According to the recursive network
model, variance in recall of the nodes in the
embedded causal network strugtore should
be predicted by level in the hierarchy in ad-
dition to story category and numbcr of con-
ncctions. Generally, these predictions were
confirmed in the fifth graders. The fre-
quency of node recall data for this group
(see Fig. 3) indicated better than 709% recall
for all A and O nodes and for the topmost E
and R nodes. Furthermore, the G nodes
showed a systematic decline from the top-
most goal, G|, = 0.6, to the lowest, Gy, =
0.19, Cochran’s Q = [5.76, p < .01, post
hoc crilical difference = .24. However, as
reported in Table 4, multiple regression in-
dicated that the best model for the fifth
graders was Model 2, the category plus
level in the goal hicrarchy model. Variance
due to connections (after category is taken
into account) appears to be a subset of that
due to levels. The fifth graders and adults
tested at delay were fit by the same model.
The third graders replicated the goal pat-
tern of the fifth graders, Cochran’s @ =
10.21, p < .01, post hoc critical difference
= .27, Howcver, as shown in Tuble 4, the
variance in node recall was predicted by
Model 1, and the only significant predictor
was the category contrast |[E + A + 0]
versus {G + R]. Interesting too is the gen-
crally poorer fit of any of thesc models to
the third grade data. An alternative model
15 ot obvious since @ simple serial position
effcct would be contradicted by the high
level of inclusion of E; and R;; as com-
pared to E,, and R,,.

Although the recursive network model
emphasizes the key role that the goal plays
in determining overall causal structure,
goals were not central in the recall pro-
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tocols. The why question data examine fur-
ther the children’s understanding of causal
relationships among events.

Why questions. The distribution of an-
swers 1o the why questions into the various
response nodes is given in Table 5, com-
hincd across grade levels since there were
no significant differcnces between propor-
tions occurring at each response node. As
discussed in the prescntation of the adult
data, in the sequential structure, ¢xplana-
tions for goals were expected to be the im-
mediately preceding E or R nodes. Only for
G,; was lhe dominant response consistent
with this prediction. Responses for the
other two goals had the effect of cmbedding
the questioned goal node in another goal.
For G}, the dominant response was an in-
ferred goal (0.45) and about one-third of the
responses were Gy.. the goal of the second
episode in the story. For G, there was no
dominant response; rather one-third were
the next goal, G5, one-third an inferred
goal, and enly one-third were the predicted
nodes.

Similarly, predictions for A + O node
explanations (prior E, R, or G nodes) were
confirmed only for responses in the third
episode, that is, for A;; + O;. For the first
and second episode A + O nodes, there
was a tendency to respond with G nodes
that occurred subscquently, that is, in the
next episode. Thus, the why question data
indicate the forward inference tendency
noted by Stein and Trabasso (1982}). Such
forward inferences may be functional aids
to memory and or comprehension. These
inferences create additional causal connec-
tions that alter the chain structure and
create more of a causal nctwork. Forward
inferences may be a mnemonic or a produc-
tion strategy engaged in only under circum-
stances where a sequential causal chain be-
comcs lengthy.

The responses to the six why questions
in the embcdded structure replicated the
adult data. As shown in Table 5, for G;; and
G, the conceptually proximal response,
the G node “‘one level up,”” was the domi-

Copyright (¢) 2000 Bell & Howell Information and Learning Company
Copyright (¢c) Academic Press



416

GOLDMAN AND VARNHAGEN

TABLE 5
WHY QUESTION RESPONSES FOR FIFTH AND THIRD (GRADERS®

Response nodes Goal),  Attemply + Qute))

Sequential structure
Tvenr;, or Response . 19
Goaly, * 54
Attempt,, ¢+ Oufcome, *
Eventy; or Response, .
Goal,

Attempt,; + Outcome,,
Event,, or Respanse ;
Goal;y

Attemptyy + Outcome,,
Inferred goals

28 21

.45

Embedded structure

Event,, or Response | T

Goal, * 0
Event,, or Response,, 17

Goaly, * .55
Eventy, or Responsey, 32
Gioaly, *

Attempty, + Outeome,y,
Attempty, 4 Outcomey,
Attempt;; + Outcome,
Inferred goals

Questinned nodes

Goal,  Attempty, + Outeyy Goal,  Atlemptys + Ouicgy

33 26
* 37

= 15 e

i} 37

39 34 * .44

*

27 08

A7

58
.15
18

Questioned nodes

CGioal,; Goaly, Goaly, Attempr,; + Outcame,,  Attempty, + Outcome,, Attempt;s 1 Outcome,

1

.68 75

.26

w

¢ Proportions are repocted for all children since there were no significant grude differences between proportions for each cell
in the table, z <2 2,35 Dominant responses in cach column are in boldfuce and are signiticantly greater than the arhier proportions
in the columm. og = 235, p < 01, *Indicates the location of the questioned node relative to the response nodes given in the
leftmost column, Only proportions significant!y preater than zere are reported, 7 > 235

nant responsc. For G,,. where conceptual
and structural causes are the same nodes,
71% of the explanations were those nodes,
namely E;, or Ry,. Conceptual proximity
also dominated in the responses to each of
the A + O node questions. Responses
were goals for the most part, but the G
nodc tended to be one level up in the goal
hierarchy.

The causal representations inferred from
the patterns of responses to the why ques-
tiens, including the tendency to create em-
bedding causal links in the sequential
chain, suggest that the embedded causal
network may be developmentally easicr to
understand, remember, and/or use as u re-
tricval scheme. The present experiment
cannot disentangle these possibilities. Fur-
thermore, the differcnces between strength
of the G nodes in why questions responses,
compared to their strength in the story re-

call protocols, suggest that children’s pro-
duction rules for retelling a story may as-
sume & natural inference of the following
type: A goul may be inferred by the audi-
ence from attempts and outcomes in which
it is attained and it is not necessary to in-
clude it, unless it is high in a goal hierarchy.

(GENERAL DISCUSSION

The structural differences betwecn
causal chain and causal network were re-
flected in the causal explanations and in the
recall of both adults and children. Because
the sentence by sentence content was
fargely the same, the effects of chain versus
network cannot be accounted for by se-
mantic differences between the texts, at
least at the sentence level. In dealing with
the embedded causal network structure,
children's and adults’® explanations tended
to stress the topmost goal and cxplain ac-
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tions with respect to remaining outstanding
goals. For the sequential causal chain the
tendency was to partially convert the
cansal chain 1o more of a network. This
tendency was stronger in the children’s re-
sponses than in the adults and appeared to
increase as processing difficulty of the task
increased (see Goldman, 1985, for further
discussion of this point). Thesc sorts of re-
sponscs are forward infercnces and they
may be a functional and practical strategy
for easing demands on the memory system.
The recall results are generally consis-
tent with predictions derived from the re-
cursive network model and illustrate its ap-
plicability to listening and reading for
adults and fifth and third graders. The most
important predictor of children’s recall of a
scquential structure in which all informa-
tion is on the causal chain was the story
category contrast of observable cvents and
actions with internal oncs. There wus also a
tendency in both grades to recall the first
mentioned goal (G,;) more often than the
others, even though the three were at the
same structural level. This is not a se-
mantic effect since in the embedded struc-
ture, G, the semantic cquivalent of se-
quential G, was the least well-recalled
goal. The children, then, replicate the
adults at immediate in terms of the cate-
gory effect but differ from both adult
groups in termas of their memory for the ep-
isode goals. For the embedded structure,
the adult immediate recall data were fit by
the most complex model but the best fit for
the youngest children’s data was the sim-
plest model. The fifth graders® recall be-
havior was accounted for by the same two
variables as the adult delay test group:
levels and observable versus internal story
categorics. It appears that for the em-
bedded causal network, connection is less
important than level. Patterns of goal recall
were similar across all subjects und pre-
dicted by level in the embedded causal net-
work: Recall was best for the topmost goal
and worst for the most cmbedded one,
Finally, the goals were given as causal
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explanations far more often than would
have been expected on the basis of their in-
clusion in recall, One possibility as to why
concerns the redundancy relationships be-
tween different sorts of information com-
prising an episode and story. If a goal has
been attained and this oulcome has been
included in the recall, the recaller may edit
out the goal statement since it can be in-
ferred from the outcome and any rcaction
to the outcome. Tt may be that goals as well
as the outcomes from which they could be
inferrcd arc more likely to be included if a
lengthy plan or subgoal sequence has been
executed, Inclusion of both may also be a
function of the reteller’s understanding of
the audience and of the task demands. It is
not hard to imagine a context in which the
pragmatically appropriatc strategy is to err
by saying too much, rather than too little.
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